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Abstract

In this paper we explore a novel method of improving log compression by partitioning data into homogeneous buckets. By partitioning log records into buckets to improve homogeneous nature of log data, the effectiveness of generic compression methods, such as bzip2 and gzip, can be improved.

A system is developed to archive log records using a partition function to distribute log records into buckets. Several partition functions are implemented and their improved compression ratio is reported when archiving several real world data sets. Several improvements to the method used in this paper are proposed.

1 Introduction

Log records are always being collected. In many instances the log is a collection of log records from a variety of sources and collected at a single location. System administrators use log data for a variety of tasks, such as identifying troubled hardware [8], analyzing network traffic [3], postmortem analysis of security breaches [2], and performance analysis [6]. Log data is a history of the status of a system. Because of the usefulness of this data, administrators are reluctant to delete this data, opting to archive the data in case it is needed in the future.

Each log record is typically a single line written in ASCII text, terminated with a new line character. The format of log data is designed for system administrators to easily read the log records as a massive text document without the need for special tools.

A system log for a large system could include multiple statuses intermingled, such as unusual memory issues with common DHCP status messages. Data compressors are more effective when the data being archived is consistent and predictable. Large log records lose consistency when events from different sources are intermingled into a single repository.

Splitting the log collection into multiple repositories, one repository for each log record type, is not an optimal solution because it would make system logging very difficult for administrators of the system to find crucial information when needed. Records of one system fault may provide information about other system faults that would not necessarily be located in the same system log repository. Also, because a series of logs have a common source does not mean the log records are similar in structure. Current systems collect log data in a centralized source with a variety of heterogeneous records in close proximity.

A system is proposed to automatically distribute log data within an archive to improve the homogeneous nature of the archive, thus improving the effectiveness of using generic compressing utilities such as bzip2 or gzip.
2 Problem Statement

A snapshot of a log file is shown in figure 1. This figure shows a segment of a system log from the HPC system Red Storm located at Sandia National Laboratory [6]. The characteristics of this segment is common in all real world log files studied. It is easily seen that a series of records of similar form are being recorded. For a small period, records of a different form are recorded by the system, creating a heterogeneous log. The existence of these two inconsistent records, in a series of many records, decreases the consistency of the repository as a whole which hurts compressibility.

If the log records contained in the boxes boardered by the solid green line were group together and the two log records in the box boardered by the dashed red line were group together for archive, the archive would contain more homogenous data. Naturally, partitioning data into homogenous groups will decrease the randomness of the data. By doing this, compression algorithms can work more effectively.

The system being proposed here has three basic steps:

1. log record collection. Log records are collected in order to be processed by the system. Log records can be collected and archived in real time but the option must exist to compress log records after the log is completely collected. Since it is common to delimit log records by a new line character, we will define a single log record as a string which is terminated with the new line character.

2. log record partitioning. The log archive consists of one or more buckets containing log records previously processed. The log partitioning step analyzes the new log record being inserted and determines which bucket to place the new record.

3. log compression. After the log records have been collected and partitioned the buckets containing the log records can be compressed. Each bucket is completely independent, so each bucket can be compressed separately in parallel. Also, since most compressing utilities compress data in blocks [4, 7], when a bucket becomes sufficiently full, a block of data from the bucket can be compressed and stored.

In order to distribute log records in such a way that compression algorithms can work more effectively, we have defined the following formal statement of a system to partition log records.

Suppose there exists $n$ log records $l_1, l_2, \ldots, l_{n-1}, l_n$ and $m$ buckets $b_1, b_2, \ldots, b_{m-1}, b_m$. The buckets are ordered, meaning a log record $l_i$ can not be inserted into one of the buckets iff $\exists k$ s.t. $l_{i-1} \in b_k$ or $i = 1$. This ordering will allow for streaming algorithms to be used to distribute the records into the buckets.

We define a partitioning function $partition(l_i)$, which returns the index $k$ such that the record $l_i$ should be inserted as the next log record in the bucket $b_k$. 

Figure 1: Snapshot of Log data from Red Storm HPC system log
When a record is inserted into a bucket, the value of \( k \) is recorded so the complete log can be reconstructed as it appeared in its original form when the buckets are unarchived. This collection of index value is also compressed and stored with the log archive.

3 Partition Functions

Each partitioning function implemented is explained below. The formal explanation of how it functions and a short description of unique behaviors of the partitioning function is also given, if applicable.

3.1 Segmentation

This distribution algorithm only considers the total number of log records the original log contains. Because of this, the technique only works if the number of log records is known beforehand.

When the log records are partitioned into \( m \) partitions, the bucket \( b_k \) will contain the series of log records:

\[
\left[l_{\left\lfloor \frac{n}{m} \right\rfloor (i-1)}, l_{\left\lfloor \frac{n}{m} \right\rfloor (i-1)+1}, \ldots, l_{\left\lfloor \frac{n}{m} \right\rfloor i-2}, l_{\left\lfloor \frac{n}{m} \right\rfloor i-1}\right]
\]

Partitioning the records this way will separate the log archive into \( m \) segments, where each segment contains contiguous log records.

3.2 Round Robin

This distribution algorithm will insert the record into the buckets in a rotating way. Formally, this will return the bucket index \( k = i \mod m \). When distributing all log records each bucket will contain approximately the same number of records, similar to the Segmentation method. However, this method will shuffle log records in such a way that homogeneous data is often separated. Because of this, the bucketized log data will be more chaotic, thus causing the archive to be larger. This partitioning algorithm will show how poorly distributed data can significantly increase the total size of the output archive.

3.3 Edit Distance

This distribution algorithm uses the well known edit distance function to determine similarity between two log records. The function \( \text{ed}(A, B) \) is defined in the following way. Given two strings of characters \( A \) and \( B \), the value of the edit distance is the minimum number of character modifications required to convert \( A \) into \( B \). A character modification can be one of three operations: character insertion, character deletion, or character substitution. The smaller the value of \( \text{ed}(A, B) \), the more similar the character strings \( A \) and \( B \). The range of values returned from \( \text{ed}(A, B) \) in \((0, \max(\text{len}(A), \text{len}(B)))\). The smallest value for when the strings \( A \) and \( B \) are exactly alike. The largest value for when the strings \( A \) and \( B \) have no similarity requiring every character in the string to be modified.

When inserting new records into the log archive, the edit distance function will be used to find the bucket with the most similarity. The bucket with the most similarity is the bucket the log record will be inserted into. The number of log records processed is expected to be large, so only a small sliding window of \( s \) most recent log records will be compared in each bucket.

We will defined \( S_k \) to be the sliding window records for the bucket \( b_k \) with the constraint \( 0 \leq |S_k| \leq s \). The contents of \( S_k \) include the last \( s \) log entries inserted into \( b_k \). If \( b_k \) contains less then \( s \) log records total, \( S_k \) will contain all log records inserted into \( b_k \). The notation \( S_k[t] \) means the log record at the \( t \)th index if \( S_k \) is being referenced.
When inserting the log record $l_i$, the bucket $b_k$ is being found such that we are finding the bucket $b_k$ that results in the smallest value for the formula:

$$\sum_{t=1}^{\lfloor S_k \rfloor} ed(l_i, S_k[t]) \left| S_k \right|$$

When the value of $k$ is found, the log record $l_i$ is then inserted into the bucket $b_k$.

If all the buckets containing at least one log record were had an average edit distance larger then some certain threshold and at least one bucket was empty, the log record being inserted will be inserted into the unused bucket. Otherwise, the log record will be inserted into the bucket with the smallest average edit distance, even if the value is very large.

For the implementation presented in this paper, the edit distance between the log record being inserted and the last $s$ log records inserted into each bucket was calculated for each log record inserted. Calculating the edit distance between two strings is a costly operation. This is because the process uses dynamic programming, where the operation is of the magnitude of $O(\text{len}(A) \text{len}(B))$. The real world data set used contained some log records over 100,000 characters. Even though most log records did not exceed 200 characters, the existence of an extremely large log record will result in extremely poor performance. The large log record must be inserted into the archive in order to guarantee lossless compression. The log records inserted after the large log record are likely to be much less unusual in size. Comparing a string with few characters with a string with many characters will always result in a large edit distance because a large number of insertion will always be required. Because of this, comparing any normal length string with a unusually large length string will result in a high edit distance. Because the bucket with the smallest average edit distance is where the new log record will be placed, the large log record will always be in the sliding window of some bucket because it will never be replaced. This causes significant performance degradation due to the time the edit distance function takes when given large strings.

The edit distance distribution algorithm was found to be extremely slow such that it was unusable for anything useful. In order to use this distribution scheme on the test data the process would take days to complete. Edit distance calculation optimizations could be used, but it was found that the edit distance similarity function did not perform as well as the other similarity functions explored. The edit distance distribution algorithm is included to show that it was considered as a distribution method, but performance both in time to compute and the resulting compression size showed that this is not a very good method.

### 3.4 Character Similarity

Each log record contains characters encoded as text. If two log records are homogeneous they should also have approximately the same count of similar characters. The Character Similarity partitioning function uses a distance function based on the number of appearances of each character in a log record.

Given the log records $l_a$ and $l_b$ which contain text. We define a character count array $C_a$ and $C_b$ for the log records $l_a$ and $l_b$. Suppose there is an index $x$ which is the binary representation of a character. For all $x$ we define $C_a[x]$ to be equal to the number of appearances the character whose binary representation is $x$ appears in the log record $l_a$. The character count array $C_b$ is also defined the same way using the log record $l_b$.

The character count distance between the log records $l_a$ and $l_b$ is defined using the formula:

$$\sum_{x} |C_a[x] - C_b[x]|$$

If $l_a$ contains one more appearance of a character then $l_b$, that will contribute to increasing the character distance value by 1.
For explanation purposes, we will define a function \( chardist(l_a, l_b) \) which will calculate the character count arrays for \( l_a \) and \( l_b \) and return the character count distance between the two log records. When implemented, the character count arrays should only be calculated once and stored in memory until they are no longer needed.

We will define \( S_k \) to be the sliding window of records for the bucket \( b_k \) with the constraint \( 0 \leq |S_k| \leq s \). The contents of \( S_k \) include the last \( s \) log entries inserted into the bucket \( b_k \). If \( |b_k| \leq s \), then \( S_k \) will contain all log records inserted into \( b_k \). The notation \( S_k[t] \) means the log record at the \( t^{th} \) index if \( S_k \) is being referenced.

To find the optimal bucket \( b_k \) to place a new log record \( l_i \), the index \( k \) is being found to minimized the formula:

\[
\sum_{t=1}^{\frac{|S_k|}{S_k[t]} chardist(l_i, S_k[t])}
|S_k|
\]

### 3.5 Word Jaccard Distance

Using the well known set similarity Jaccard distance measure, this partitioning function selects which bucket the new log record should be placed. Given two sets \( A \) and \( B \), the Jaccard index value is defined as:

\[
J(A, B) = \frac{|A \cap B|}{|A \cup B|}
\]

The Jaccard index identifies similarity between the two sets. This value will be a rational number within the range \((0, 1)\), where the lower range identifies two sets completely different and the higher range identifies the two sets very similar. The Jaccard Distance, which identifies dissimilarity between two sets, is defined as \(1 - J(A, B)\).

When a log record \( l_i \) is going to be inserted into the log archive, a set of words found in the log record is created. We will use the symbol \( W_i \) to be the set of words found in the log record \( l_i \). Here, we define a word to be a continuous series of alphanumerical characters delimited by non-alphanumerical characters.

Figure 2 shows an example of the words that would be selected from a log record from the Red Storm HPC system log. Words may contain only letters, numbers, or a mixture of letters and numbers. When a log record is analyzed to create the word set, no attempt is made to determine the meaning of words. In the example, The time 22:41:29 is separated into three words. Similar log records appearing in the future will contain a different value in one or more of the time fields.

No context should be determined from the log record for fields such as this because no standard format exists to write time to a log record. The partitioning function becomes more generic by collecting all alpha numeric words in a log record.

We will define \( S_k \) to be a sliding window of the last \( s \) records inserted into the bucket \( b_k \). The magnitude of elements in \( S_k \) has the constraint \( 0 \leq |S_k| \leq s \). The value of \( s \) is a parameter that can be provided to the archiver. If \( S_k \) contains less then \( s \) sets, \( S_k \) will contain the set of words for all log records which have been inserted into \( b_k \).

When inserting the log records \( l_i \) into the log archive with its associated set of words \( W_i \), the bucket \( b_k \) is being found such that the the bucket \( b_k \) results in the smallest value for the formula.
When the bucket $b_k$ is found, the log record $l_i$ is inserted into the bucket $b_k$ and $W_i$ is inserted into $S_k$, removing the oldest set in $S_k$ if needed.

If all buckets containing at least one log record had an average Jaccard distance larger than some certain threshold and at least one bucket was empty, the log record being inserted will be inserted into the unused bucket. If no empty buckets exist, the log record will be inserted into the bucket with the smallest average Jaccard distance even if the distance is extremely large.

### 3.6 q-gram Jaccard Distance

Using the same function as the Word Jaccard Distance, except rather than words for the log record being used to evaluate similarity all $q$-grams in a log record are used to evaluate similarity. A $q$-gram is a consecutive sequence of $q$ characters.

When a log record $l_i$ is going to be inserted into the log archive, all unique $q$-grams contained in $l_i$ are inserted into the set $W_i$.

This partitioning function is identical to the Word Jaccard Distance function described above except for the contents of the sets being compared. This method uses a set of all $q$-grams in the log record in place of complete words used in the Word Jaccard Distance method.

Even though speed of computation is not being explicitly evaluated in the experiments done, the $q$-gram Jaccard Distance method was found to take a very long time to complete. Even though it was not nearly as time consuming as the edit distance method, the total time taken was considered to be too slow to be of practical purposes.

The long computation time is not unexpected. For each log record inserted into the archive, a set will be created containing all $q$-grams from the log record. The number of times the similarity function is evaluated for each inserted log record is directly determined by the number of buckets and sliding window size. The values used for the number of buckets and sliding window size required each inserted log to be evaluated in the similarity function hundreds of times. Since the number of elements in the set was proportional to the number of characters in the set, evaluating the Jaccard distance could take a very long time.

### 3.7 Approximate $q$-gram Jaccard Distance

In order to significantly reduce computation time calculating Jaccard similarity between log records to find the appropriate bucket, The Jaccard similarity can be estimated using the KMV synopsis \cite{1}. The KMV synopsis method allows for faster and more predictable computation time when calculating the Jaccard similarity between log records. This allows for log records containing many $q$-grams to easily be compared to other records without sacrificing time to archive while retaining the benefits of using $q$-grams.

All $q$-grams in the log record are hashed. The hash function used should be evenly distributed along the number line in the range desired. For the system developed in this paper the SHA1 hash function was used because the range of results was adequate, the speed of computing the hash of the strings was fast, and the randomness of the hash function for the purposes of this system were good. By assuming the hash function evenly distributes values along the number line, by taking the smallest $k$ hashes, we can approximate the total number of hashed values inserted onto the number line. The value of $k$ is a parameter provided to the algorithm.

Using similar techniques, intersection and union between two sets can be approximated while only storing a small number of hash values. The Jaccard similarity estimation can be very quickly calculated.
between two log records if a KMV synopsis has already been created for the log records.

This partitioning method uses the same process as that in section 3.6, except rather then building an exact set of Q-grams, a KMV synopsis is built and the value of the Jaccard distance is approximated.

4 Experiments

System logs from five supercomputers and one Apache web server log file was used to study the compression ratio between compressing using *bzip2* or *gzip* to compress the entire log without partitioning vs. partitioning using the various algorithms described in section 3.

Four of the supercomputer system logs come from computers located at Sandia National Laboratories: Thunderbird, Red Storm, Spirit (ICC2), and Liberty. The fifth supercomputer system log is from the Blue Gene/L computer located at Lawrence Livermore National Laboratory [6]. All supercomputer system logs have been scrubbed of personal data. Otherwise, the log data used in the experiments is the raw system log. When these system logs are referenced, they will be referenced by the name of the computer which it originated.

The Apache web server data came from the MesoWest project [5]. When this data is referenced, it will be called Web Data.

As we can see from table 1, using *bzip2* or *gzip* to compress the log data is extremely effective. Compressing using *bzip2* is much more effective at compressing the log data used in this experiment. The *bzip2* compression algorithm takes significantly more time when compared to compressing using *gzip*. This is one of the primary reasons why *gzip* is used to compress large log files, as opposed to *bzip2* [3].

The archiving system developed allowed for many command line arguments to set different variables for a given run. These arguments include the partitioning algorithm used; arguments for the partitioning algorithm, such as maximum number of buckets; and arguments for the compression algorithm used internally, such as the block size for the compressor for each bucket.

All command line arguments were fixed except the variable being tested. Unless otherwise noted the following are the default values used in the experiment. The maximum number of buckets \( m = 32 \).
The sliding window depth $s = 10$. The $q$-gram size $q = 6$. The KMV synopsis value $k = 60$. If the value is not used because the partitioning algorithm does not need to value, the value is ignored. The partitioning algorithm is always explicitly listed for each experiment.

The $y$-axis scale shows the ratio:

$$\frac{\text{size of archive using the partitioning algorithm}}{\text{size of archive compressing the log whole}}$$

Figure 3 and figure 4 show that Round Robin performs very poorly. By distributing log records this way the buckets become more heterogeneous, resulting in data more difficult to compress. This shows that distributing log records among several buckets can result in worse compression if done incorrectly.

Edit distance partitioning resulted in worse performance when using the $bzip2$ compressor in figure 3 and only slightly better performance when using the $gzip$ compressor is Figure 4. Calculating the edit distance is a very costly operation. No further experimentation was performed using the edit distance partitioning function because it would take too long to be of any practical interest.

The word Jaccard distance partitioning algorithm performed better when the partitioner had more buckets available. Shown in figure 5 and figure 6. Under every condition, increasing the number of buckets improved the compression ratio. However, as the number of buckets increases the time required to process the data also increased because a log record being inserted into the archive must be compared to the last $s$ records in the bucket.

The improvement given by allowing for more buckets to be used by a partitioner depends on the partitioning algorithm used. While the word Jaccard distance partitioning algorithm improved greatly when more buckets were added, the character distance partitioning algorithm did not show significant gains with more buckets.

An experiment was done to evaluate the effects of choosing different kmv synopsis sizes when using the estimated $q$-gram Jaccard distance partitioning algorithm. The results are shown in figure 11 and figure 12. No significant differences exist within the results of this data, suggesting that within certain ranges the value of the kmv synopsis size does not significantly impact the effectiveness of the result.

**Quick review** of the experimental results show the most improvement in compression using the Jaccard $q$-gram partitioning algorithm, improving the compression using $bzip2$ and $gzip$ by 20% and 30% respectively. However, word Jaccard and approximate Jaccard performed almost as well.

## 5 Future Work

During the development of this log archiving system, several downfalls of the proposed system became apparent. Since some require changes to the method proposed here, they were not added to the current system. After these concerns are addressed, the log archiving system will be much more usable to administrators interested in long term log archives and will also have improved compression ratios over the results from this paper.

First, the number of buckets is fixed. In the current method, an unused bucket is used when the log record being inserted is not similar to any of the currently used buckets. After all buckets are used if a log record which is very different from the contents of every used bucket is going to be inserted into the archive, it will be placed in the bucket which most closely matches. However, it is easy to conceive of cases where doing this will decrease the homogeneous nature of the buckets.

Also, this limitation on how buckets are initially allocated can have significant repercussions. If the first log records inserted into the archive are very different from the log records to be inserted later, the buckets will be lopsided. Or, if one very unusual log record is the first inserted into a bucket it could be possible for that bucket to never be used again because the `partition` function will never select that bucket. This negatively impacts the compression ratio.
Figure 3: Vary partitioning algorithm on web data. *bzip2* compressor.

Figure 4: Vary partitioning algorithm on web data. *gzip* compressor.

Figure 5: Vary number of buckets on web data using Word Jaccard Distance partitioning. *bzip2* compressor.

Figure 6: Vary number of buckets on web data using Word Jaccard Distance partitioning. *gzip* compressor.

Figure 7: Vary sliding window depth on web data using Word Jaccard Distance partitioning. *bzip2* compressor.

Figure 8: Vary sliding window depth on web data using Word Jaccard Distance partitioning. *gzip* compressor.
Figure 9: Vary number of buckets on Red Storm data using Character Distance partitioning. *bzip2* compressor.

Figure 10: Vary number of buckets on Red Storm data using Character Distance partitioning. *gzip* compressor.

Figure 11: Vary kmv synopsis size on web data using Estimated Q-gram Jaccard Distance partitioning. *bzip2* compressor.

Figure 12: Vary kmv synopsis size on web data using Estimated Q-gram Jaccard Distance partitioning. *gzip* compressor.

Figure 13: Vary data using Word Jaccard Distance partitioning. *bzip2* compressor.

Figure 14: Vary data using Word Jaccard Distance partitioning. *gzip* compressor.
By observing trends in the contents of the buckets dynamically, it is possible to react to unusual log records in such a way that log records contained in a single bucket are very similar by creating and closing archive buckets when needed. This will decrease the negative impact of the first log records inserted into the archive as well.

Second, in all partition functions described in this paper which use a sliding window, the depth of the sliding window $s$ is fixed. The value of $s$ does impact the effectiveness of the archive, so larger values of $s$ are desired. However, if $s$ is larger the processing time to select the appropriate bucket increases.

If a bucket is extremely homogeneous, the value of $s$ does not need to be as large as a bucket which is not as homogeneous. By observing how homogeneous a bucket is, the value of $s$ can be adjusted dynamically to improve speed and improve the compression ratio of the log archive.

Some compression methods, such as bzip2 and gzip, compress in blocks of data [7] [4]. The contents of one compression block should have no impact on a future block. Keeping a sliding window which straddles two compression blocks will not improve compression ratios, but it could negatively impact the compression ratio by restricting the contents of a bucket.

Third, if the algorithm were most closely tied to a specific compression algorithm additional optimizations could be applied. As already explained, by considering data in blocks of data rather then one continues bucket of many log records, the compression algorithm used would be better utilized.

Fourth, since log records are being placed in buckets based on the content of the log record, using a column based compression algorithm could significantly improve how efficiently the log archive can be compressed [9] [2]. The method used to distribute log records into buckets naturally inspires one to use such compression techniques rather then using generic compressors such as bzip2 and gzip.

Fifth, in order for the log archive to be reviewed, it must be completely decompressed. Applying an index to the log archive could provide the ability to decompress specific sections. This would improve the usability of this method as an archiving tool because traditional log archiving methods do not support selective decompression of log archives [3].

Each of the future work topics discussed here are currently being studied and will be implemented in continued research.

6 Conclusion

In this paper we have implemented a preprocessing step for log archiving to be used in conjunction with traditional generic compression methods, such as bzip2 and gzip. The preprocessing step separates log records using a partition function into homogeneous buckets. By improving the homogeneous nature of the log data, traditional compression methods are able to compress the log data more effectively.

Several partition functions were implemented using a variety of distance functions to detect similarity between log records. These functions include edit distance, word Jaccard distance, $q$-gram Jaccard distance, and $q$-gram Jaccard distance estimation. These functions were compared to each other and the traditional compression method of compressing the entire log using bzip2 or gzip.

By using a partition function to improve the homogeneous nature of log data, log archives were able to be compressed more effectively then compressing the log file as a whole.
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