Comparing surface topography parameters of rough surfaces obtained with spectral moments and deterministic methods
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1. Introduction

Understanding the mechanical interaction between rough surfaces is of critical importance to the design of many engineering applications. Oftentimes, multi-asperity elastic, elastic-plastic, and plastic contact models are used to predict contact parameters such as the real area of contact, normal load, and electrical conductivity as a function of the separation between two contacting rough surfaces [1,2]. These contact models rely on material properties and surface topography of the contacting surfaces as input parameters. Hence, the relevance of the contact models is dependent on their inherent assumptions and the accuracy with which the input parameters are determined. We have evaluated the difference between the surface topography parameters calculated with a statistical and deterministic approach for actual engineering surfaces. We have found topology values that change up to 300% depending on the method used, and attribute this to the stringent definition of an asperity-peak in the case of deterministic analysis as opposed to statistical analysis, which not only considers asperity-peaks but also asperity-shoulders.

Understanding contact between rough surfaces is of critical importance to the design of many engineering applications. Contact models rely on material properties and surface topography of the contacting surfaces as input parameters. Hence, the relevance of the contact models is dependent on their inherent assumptions and the accuracy with which the input parameters are determined. We have evaluated the difference between the surface topography parameters calculated with a statistical and deterministic approach for actual engineering surfaces. We have found topology values that change up to 300% depending on the method used, and attribute this to the stringent definition of an asperity-peak in the case of deterministic analysis as opposed to statistical analysis, which not only considers asperity-peaks but also asperity-shoulders.

McCool [5] described a statistical method to determine the surface topography parameters of a three-dimensional (3D) isotropic rough surface, based on the spectral moments of a single arbitrary two-dimensional (2D) trace of that rough surface. This method has been widely adopted, see for instance [6–10]. However, realistic engineering surfaces are typically not isotropic as almost all manufacturing techniques result in a surface topography with a preferential direction. Furthermore, it has been shown that the spectral moments may vary significantly for any arbitrary 2D trace of a rough surface [3,11]. To address this problem, several authors have used average values of the spectral moments obtained from a finite number of traces of the 3D surface to calculate the topography parameters [2,3,11–15].

Another commonly used method is based on individually identifying asperity-peaks as local maxima of \( z = f(x,y) \). The topography parameters are then calculated directly from these asperity-peaks [17,18] as opposed to relying on statistical methods. This deterministic approach avoids the statistical averaging inherent to the previously described spectral moments approach, and is based on the actual 3D surface topography. Different schemes can be used to identify local maxima, such as the 9 point-peak neighbor [18–20] and the 5 point-peak neighbor [18,19,21,22] schemes. The 9 point-peak neighbor scheme seems to be the most accurate one [11]. Few works have compared the surface topography parameters calculated with different deterministic methods. Pogacnik and Kalin evaluated the surface topography parameters from an engineering surface represented as \( z = f(x,y) \).
topography parameters for 2D profiles [4] and for 3D topography [23] obtained from real engineering surfaces with different roughness. They used a deterministic approach based on three, five, seven and nine neighboring points of a 2D and 3D surface characterization and concluded that the choice of the lateral resolution, roughness, and especially the number of neighboring points significantly affects the surface topography parameter results. Pawar et al. [3] calculated the contact parameters of the Greenwood–Williamson (GW) model, based on surface topography parameters obtained with different methods for 3D isotropic numerically generated surfaces. They included McCool’s statistical method based on single and multiple traces of the rough surface and the deterministic approach based on a 9 point-peak neighbor scheme in their analysis, and also concluded that the GW contact parameters vary significantly depending on the method that is used to determine the topography parameters, which serve as input to the GW contact model. However, they did not verify their analysis with real engineering surfaces.

Thus, both statistical and deterministic methods suffer from various sources of uncertainty. However, no publications exist that compare these two approaches in a comprehensive way for real engineering surfaces of different surface roughness. Accordingly, the objective of this paper is to evaluate the difference between the surface topography parameters calculated with a spectral moments and deterministic approach. The characterization of surface topography parameters is based on the experimentally measured 3D engineering surfaces analyzed in [4,23] and not numerically generated surfaces as employed in [3].

2. Materials and methods

2.1. Specimen geometry and surface roughness

We have used five different stainless steel (100Cr6) specimens, prepared with a sequence of grinding and polishing steps (Roto-Pol-21, Struers, Denmark) to achieve a distinct average surface roughness, \( S_a \), ranging from smooth (\( S_a = 0.005 \) \( \mu \)m) to rough (\( S_a = 0.529 \) \( \mu \)m). The specimens are manufactured to have an isotropic surface roughness. The hardness of the specimens is 850 HV0.15 (62 HRC), measured with a micro-hardness tester (Leitz Miniload, Wild Leitz GmbH, Wetzlar, Germany). An optical interferometer with an additional 20 \( \times \) magnification lens (Contour GT-K0, Bruker, Arizona, USA) is used to measure the surface topography of the specimens over an area of 0.0434 mm\(^2\), identical for all specimens to maintain constant pixel size, and with a lateral resolution of 0.187 \( \mu \)m. Fig. 1 shows an optical interferometry image of each of the five specimens, depicting their surface topography. The roughness of each specimen is measured at five randomly selected locations on the specimen to confirm consistent sample preparation. The average and standard deviation of the surface roughness parameters, including the average surface roughness \( S_a \), the root mean square (RMS) roughness \( S_q \), the

![Fig. 1. Optical interferometry images of all five specimens, illustrating the surface topography. (a) \( S_a = 0.005 \) \( \mu \)m, (b) \( S_a = 0.057 \) \( \mu \)m, (c) \( S_a = 0.116 \) \( \mu \)m, (d) \( S_a = 0.218 \) \( \mu \)m, and (e) \( S_a = 0.529 \) \( \mu \)m. The area of the images covers 0.0434 mm\(^2\).](image-url)
Table 1
Average values and standard deviation of $S_a$, $S_p$, $S_k$, and $S_w$ based on five measurements of all five test specimens.

<table>
<thead>
<tr>
<th></th>
<th>$S_a$ [μm]</th>
<th>$S_p$ [μm]</th>
<th>$S_k$</th>
<th>$S_w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface 1</td>
<td>0.005 ± 0.001</td>
<td>0.007 ± 0.001</td>
<td>3.242 ± 0.501</td>
<td>12.486 ± 1.042</td>
</tr>
<tr>
<td>Surface 2</td>
<td>0.057 ± 0.003</td>
<td>0.091 ± 0.007</td>
<td>2.758 ± 0.454</td>
<td>10.431 ± 0.896</td>
</tr>
<tr>
<td>Surface 3</td>
<td>0.116 ± 0.005</td>
<td>0.161 ± 0.007</td>
<td>1.076 ± 0.208</td>
<td>7.307 ± 0.459</td>
</tr>
<tr>
<td>Surface 4</td>
<td>0.218 ± 0.014</td>
<td>0.289 ± 0.018</td>
<td>0.196 ± 0.249</td>
<td>4.384 ± 0.214</td>
</tr>
<tr>
<td>Surface 5</td>
<td>0.529 ± 0.030</td>
<td>0.660 ± 0.025</td>
<td>0.039 ± 0.104</td>
<td>2.893 ± 0.332</td>
</tr>
</tbody>
</table>

skewness $S_k$, and the kurtosis $S_w$ are calculated and summarized in Table 1.

2.2. Surface topography parameter analysis using the spectral moment method

The spectral moments $m_0$, $m_2$ and $m_4$ are defined as [5]:

$$m_0 = \text{AVG}[\langle z^2 \rangle],$$

$$m_2 = \text{AVG} \left[ \frac{\partial^2 z}{\partial x^2} \right]^2,$$

$$m_4 = \text{AVG} \left[ \frac{\partial^4 z}{\partial x^4} \right]^2,$$

where AVG represents the arithmetic average and $z(x)$ indicates a 2D trace of the surface heights along an arbitrary $x$-direction of the 3D surface. The asperity-peak density $\eta$, the radius of curvature $\rho$, and the standard deviation of asperity-peak height, $\sigma_z$, are then determined as:

$$\eta = \frac{m_4}{m_2^2} / 6\pi\sqrt{3},$$

$$\rho = 0.375 \left( \frac{\pi}{m_4} \right)^{0.5},$$

$$\sigma_z = \left( 1 - \frac{0.8968}{\alpha} \right)^{0.5} m_0^{0.5},$$

where $\alpha = m_0 m_4 / m_2^2$ is the so-called bandwidth parameter. The surface topography data of each specimen, obtained with optical interferometry, consists of 1288 and 966 traces in the $x$- and $y$-direction, respectively, where $x$ and $y$ are two orthogonal directions. We calculate the spectral moments for each trace in both $x$ and $y$-directions and average them for each direction, because $\eta$, $\rho$, and $\sigma_z$ vary considerably when calculated for an arbitrary single 2D trace [3,12]. Furthermore, $\eta$, $\rho$, and $\sigma_z$ depend on the finite difference discretization used to calculate the derivatives in Eqs. (2) and (3) [17]. While several schemes can be used, and the results obtained with different schemes can be related to each other [24], central finite difference discretization is used throughout this work for consistency.

2.3. Surface topography parameter analysis using the deterministic method

To determine the asperity-peaks of a 3D rough surface, we have used the deterministic nearest neighbor approach, where an asperity-peak is defined as a point on the 3D rough surface with a height $z$ larger than its $N$ nearest neighbors. A 5-point peak (5PP-3D) and 9-point peak (9PP-3D) criterion identify a point as an asperity-peak if its surface height exceeds that of its 4 or 8 nearest neighbor points, respectively [23]. We calculate the asperity-peak density $\eta$ and the standard deviation of asperity-peak heights $\sigma_z$ from all asperity-peaks. The radius of curvature $\rho$ of each individual asperity-peak is calculated as the radius of a sphere that is fitted according to the least-squares method, to the five (or nine) points that define that asperity-peak. A detailed description is available in [23]. We have repeated this procedure for all five measurements of each specimen, and we have calculated the average asperity-peak radius of curvature.

3. Results

3.1. Asperity-peak density

Fig. 2 shows the asperity-peak density calculated with the deterministic and spectral moments analysis, respectively, for five specimens with different surface roughnesses $S_a$. The surface topography of each specimen is measured five times at different, randomly selected locations on the specimen. The bar graph shows the average results of all five measurements, whereas the error bars indicate one standard deviation. Spectral moments analysis in the $x$-direction of the smoothest surface results in an asperity-peak density of $8.4 \mu m^{-2}$, and the other three results are between $2.1 \mu m^{-2}$ and $3.3 \mu m^{-2}$, i.e., as much as four times smaller. The asperity-peak density obtained for the other specimens is between $2.0 \mu m^{-2}$ and $2.8 \mu m^{-2}$ for the spectral moments analysis, and between $0.5 \mu m^{-2}$ and $1.0 \mu m^{-2}$ for the deterministic analysis. We observe that for the 5PP-3D and 9PP-3D asperity-peak identification criteria, the asperity-peak density is almost constant with increasing surface roughness. The only deviation is found for the smoothest, extremely polished surface. This can be explained because asperity-peaks are generally better defined on a smooth surface with large, curved asperities than on a rough surface with spiky asperities. Hence, more surface points per unit area are higher than their eight nearest neighbors on a smooth compared to a rough surface. The lateral resolution, which determines the distance between adjacent surface points, also plays an important role [4,20,23]. Similarly, the 5PP-3D criterion results in a higher number of asperity-peaks than the 9PP-3D criterion, regardless of the surface roughness, because the 9PP-3D criterion is more stringent in terms of its definition of an asperity-peak than the 5PP-3D criterion. The spectral moments analysis shows that the asperity-peak density is almost independent of the direction in which the surface topography is evaluated, because the specimens are manufactured to have an isotropic surface topography. However, for the smoothest surface the analysis in the $x$-direction yields a much higher asperity-peak density than in the $y$-direction, which is explained by the increased difficulty of manufacturing an isotropic surface topography for increasingly smooth surfaces. For
all other specimens, which are less smooth (higher \(S_a\)), we achieve a more isotropic rough surface. Consequently, the asperity-peak density is independent of the direction of analysis, and is almost independent of the surface roughness. Additionally, the spectral analysis is based on 2D traces that do not necessarily trace asperity-peaks, but possibly also the shoulder of an asperity and, thus, result in a higher apparent asperity-peak density. In contrast, both 3D deterministic approaches \([23]\) impose a stricter definition of an asperity-peak, thus resulting in a lower asperity-peak density. These results for realistic experimentally measured surfaces are in agreement with the findings documented in \([3]\) for numerically generated surfaces, i.e., for numerically generated isotropic rough surfaces the asperity-peak density increases with increasing surface roughness, and the spectral moments method predicts an asperity-peak density that is significantly higher than that predicted by the deterministic approach.

### 3.2. Asperity-peak radii

Fig. 3 shows the asperity-peak radius calculated with the deterministic and spectral moments analysis, respectively, for five specimens with different surface roughnesses \(S_a\). The bar graph shows the average results of five surface topography measurements, whereas the error bars indicate one standard deviation. We observe that with both analyses the average asperity-peak radius decreases with increasing surface roughness. The average asperity-peak radius calculated using the spectral moments method is significantly lower than that obtained when using a deterministic approach, for all specimens except for the smoothest surface in the \(y\)-direction, where spectral moments analysis yields an average asperity-peak radius double that of the three other results. However, in general, the difference between spectral analysis in \(x\) and \(y\)-direction is negligible. The average asperity-peak radius calculated using the 5PP-3D criterion and the 9PP-3D criterion is just slightly lower for the former. This is especially true for \(S_a \geq 0.116 \mu m\), where the asperity radius is almost independent of the surface roughness. For the deterministic analysis the mean asperity radius is found to be between 1 and 2 \(\mu m\), whereas for the spectral moments analysis this is between 0.1 and 0.5 \(\mu m\). An exception is again the extremely smooth surface (\(S_a = 5 \text{ nm}\)), which, however, is non-typical for the majority of engineering applications.

### 3.3. Asperity-peak height standard deviation

Fig. 4 shows the standard deviation of asperity-peak heights calculated with the deterministic and spectral moments analyses, respectively, as a function of the five specimens with different surface roughnesses \(S_a\). The bar graph shows the average results of five surface topography measurements, whereas the error bars indicate one standard deviation. We observe that the standard deviation of asperity-peak heights increases almost linearly with increasing surface roughness \((R^2 > 0.87)\), from 0.006 \(\mu m\) for a smooth surface to 0.7 \(\mu m\) for a rough surface, except for the smoothest surface where the standard deviation calculated with both methods is almost identical. The deterministic analysis always results in a higher standard deviation of asperity-peak heights compared to the spectral moments analysis, independent of the direction in which the spectral moments are calculated. The deterministic analysis in 3D is more restrictive and accounts for clear and better defined asperity-peaks, whereas the spectral moments approach relies on a 2D trace of the surface, which may also trace asperity shoulders rather than peaks and, thus, results in a lower standard deviation of asperity-peak heights. This is in agreement with Fig. 2, where a higher asperity-peak density is observed for the spectral moments approach than for the deterministic approach.

### 4. Conclusions

On the basis of the experimental analysis of five polished engineering surfaces with average roughness 0.005 \(\leq S_a \leq 0.529 \mu m\), the following conclusions are made:

1. Extremely smooth surfaces (in our study \(S_a = 5 \text{ nm}\)) are a source of inconsistencies in surface analyses both for deterministic and statistical analyses.

2. The asperity-peak density for the surfaces used in this study is calculated to be between 0.5 \(\mu m^{-2}\) and 1 \(\mu m^{-2}\) with the deterministic approach, and between 2 \(\mu m^{-2}\) and 2.5 \(\mu m^{-2}\) with the statistical approach, independent of the direction in which it is measured. Asperity-peak density is found to be almost independent of the surface roughness \(S_a\) for \(S_a > 0.05 \mu m\), when determined with the deterministic approach, and increase slightly with increasing surface roughness when determined using the statistical approach.

3. The average asperity-peak radius for the surfaces used in this study is calculated to be between 1 \(\mu m\) and 2 \(\mu m\) with the deterministic approach, and between 0.1 \(\mu m\) and 0.5 \(\mu m\) with the statistical approach. It decreases slightly with increasing surface roughness, but this observation becomes insignificant for \(S_a > 0.116 \mu m\).

4. The standard deviation of asperity-peak heights increases almost linearly with increasing surface roughness for both
statistical and deterministic approaches. However, it is typically higher for the deterministic than for statistical method. The difference between the two methods decreases with increasing surface roughness; from approximately 40% to 5% in our study.

5. The reason for observing a larger asperity-peak density and a lower standard deviation of asperity-peak heights with the statistical compared to the deterministic approach results from a less restrictive definition of an asperity-peak.
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