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Abstract—Multicarrier spread spectram (MC 88) is an alterna-
tive to the conventional spread spectrum (SS) techniques that be-
have significantly better when the system is subject to narrow- or
partial-band interference. However, successful implementation of
the optimum detector requires knawledge of noise and interfer-
ence variance in each subcarrier band. In this paper, we propose
4 suboptimal detector for MIC-SS that keeps the significant gain of
MC-S8 over the conventional 58, with a relatively low loss com-
pared with the optimum MC-SS detector. Theoretical analysis and
computer simulations that corroborate the theory are presented.

Index Terms—Multicarrier spread spectrum, robust detector.

[. INTRODUCTION

AM-RESISTANT communication is traditionally estab-
J tished through direct sequence spread spectrum (12§-§8)
and frequency hopping spread spectrum (FH-SS) techniques.
More recently, multicarrier spread specttum (MC-8S) tech-
niques have also been identified, and their performance ad-
vantages over the conventional spread spectrum (SS) schemes
have been explored [1]-{3]. Tt has been particularly noted that
MC-SS is significantly more robust against narrowband and
paitial-band interference/jamming. However, 10 achieve the
predicted performance, the receiver should constantly moenitor
the powers of noise and interference at all the subcarriers.
This might be a difficult task in a hostile environment where
noise and interference may be nonstationary. In particular, an
intelligent narrowband jammer may hop in an unpredictable
manner over different subcarriers.

This paper proposes a robust MC-SS technique with perfor-
mance near that of the optimum detector without requiring any
knowledge of the interference and noise powers. The proposed
system can thus work in hostile environments, where prediction
of the powers of noise and interference might be difficult,

Different variations of the MC-8S system are possible. Kaleh
[2] has considered a case where the spreading/processing gain
& is equal to the number of subcarriers & and has proposed
spreading a data symbol across all subcarriers as in Fig. 1.
When (maybe, duc to design limitations) N < ¢, a data
symbol 1y be spread both across time and frequency [i].
Other variations are also possible [3], |4]. In this paper, we
limit ourselves to the MC-SS scheme proposed and studied by
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Kaleh [2]. However, we note that our 1esults aie exlendabie o
other variations of the MC-SS systems as well. We also note
that different authors have used different names for reference to
what is defined in this paper as MC-SS. Kaleh [2] has used the
terminclogy “frequency-diversity spread-spectrum.” whereras
“multicarrier DS code division multiple access (CDMAJ® is
used in [1]. We use MC-8S as it relates better with the common
terminology D3-S5S.

It has commonly been noted that to allow successful rejec-
tion of narrowband interference in a MC-SS system, the system
subbands must be well isolated from each other [1] [3], [5]. To
achieve this, transmission is established through disjoint sub-
bands. This is different from the conventional multicarrier mod-
ulation systems, such as orthogonal frequency division multi-
plexing (OFDM} [6], where there is significant overlap among
different subbands. The analysis performed in [1]-[3] assumes
perfect isolation of the subbands. In this paper, we also make
the same assumption.

This paper is organized as follows. In Section II, the channel
model and the optimum detector are introduced. The subop-
timum detector is proposed in Section TIT. An analysis of the pra-
posed detector is also presented in this section. In Section IV, a
scenario for comparing the proposed detector with the optimurm
MC-S8S and DS-SS detectors is discussed. Computer simula-
tions that confirm the accuracy of the theoretical analysis are
also presented. Concluding remarks are presented in Section V.

Throughout the paper, the following notations are adhered
to. Scalar variables are denoted by lowercase nonbold letters.
Lowercase bold letters are used to refer to column vectors. Ma-
trices are denoted by upper-case bold letters. The ith element of
a vector x is denoted by x;. The superseripts 7" and H denote
ranspose and Hermitian, respectively. F-] denotes statistical
expectation.

II. CHANNEL MODE]. AND THE OPTIMUM DETECTOR

As was noted above, a variety of combinations of multicar-
rier and spread spectrum lechniques is possible. In this paper,
we consider the case where a data symbiol s(n) has been spread
across N subcarriers, as shown in Fig, |, through a spreading
vector ¥(n) = [yo{n) vi{n) Yoy -1(n)]F, where 4 (n)’s
are a set of complex numhere that may be fixed or vary with time
n. Assuming that the channels associated with different sub-
carriers are flat-fading and nonoverlapping, the received signal
after demodulation and separation of the subcarrier componerts
results i the vector [2]

r(n) = s{n)Hy(n) 4 v{n) (H

1053-587X/$20.00 & 2005 IECE



FARHANG-BOROUIENY AND FURSE: ROBUST DETECTOR FOR MULTICARRIER $PREAD SPECTRUM TRANSMISSION

¥o(n)

s(n}
Infonmation Tfausmit
Symbols Signal

Modulation

Spreading

Fig. 1. Transmitter structure of a mullicarrier spread spectrum system.

where H is a diagonal matrix with the channel gain of different
subcarriers as its diagonal elements, and v(n) is the vector of
channel noise plus interference/jammer.

Given the received vector r(n), we wish to ublain a soft esti-
mate &,(n) of the data symbol s(n) through an optimum linear
processing procedure. To this end, we rearrange (1) as

r'(n) = s(n)u + ¥ (n) (2)

where 11 is a vector of length N with elements of 1, r'(n) =
(HT (n))"'r{n),v/(n) = (HL()) " u(n), and T(n) is the
diagonal matrix whose diagonal elements are the elements of
¥(n). Assuming that the noise plus interference vector »{n) is
Gaussian' and, for m 7 n,v(m) and v(n} being independent
of each other, the optimum linear estimation of s(n) is given
by

io(n) = whr'(n) (3)

where w, is chosen such that the signal-io-interference plus
noise ratio (SINR) is maximized.

The SINR is maximized through the following constrained
minimization:

w,, = arg min E[|w ' (n)]?]

subject to the constraint wfu=1. (4)

Here, the constraint wu = 1 assures that E[3,(n)] = s(n),
and the minimization of E[jwp'(n)|?] results in minimum
varianee in the estimation error. This problem can be sclved
by using the method of Lagrange multipliers [8], [9]. The result
is

! 1

R .u {5)

Wo = —1 (2
'R u

UAn interference signal/jamimer, in general. may be non-Gaussian. However,
when it is a random process spread across a number ol subcarrier bands, the
demodulation {a multiband fillering process) results in a set of approximately
Gaussian random variables.
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where Ry, = FE/(niw'™(n)]. Moreover, the variance
of the estimation error is obtained as E[wla'(n)|2] =
1/(u"R;L) Hence, awcuming that Ef|s(n)?] = 1, the

SINR at the deciston device input is obtained as

Ells(n)|?)
Efiw v ()]

fla = =u"R,.u (6)

The optimum estimator (5) provides a solution to the op-
timum detector without any restriction on the correlation proper-
ties of noise and interference. The previous reports, such as [2],
consider special cases of the above result. To compare the results
here with those ot [2], consider the case where the channel noise
is flat across the full band of transmission and has the per sub-
carrier band power N,,. In addition, assume that a subset of sub-
channels are jnmmed by an interferer with per subcarrier band
power J,. We also assume that |v;(n)| = 1 for all values of ; and
that Ef|s(n)[*] = 1. When the subcarrier bands are nonover-
lapping, I, is a diagonal matrix and, in the present case, has
the diagonal elements of N, for the unjammed subchannels and
N, + .7, for the jammed subchannels. In this case from (5), we
obtain

LN -1 (M

k=0 N. 4o,

where w, ; is the sth element of w,,, and « is a binary number
O or 1 showing absence or presence of the jammer, respectively,
in the ith subchannel. Moreover, using {6), the SINR in this case
is obtained as

N—1 &,_’ |2
— Ng
o = AT - 8
4 Z;B N+ apJ, ®)

When |hy| = 1,fork = 0,1,..., N — 1, the latter case reduces
to the case considered in [2], and the conclusions derived in (2]
will follow.

III. SUBOPTIMUM DETECTOR

The above results show that the optimum detector requires
knowledge of the spreading code y;{n) and the channel gain
hi of each subchannel, as well as the noise and interference
statistics. From these, ;(n) is obviously known to a detector
that is designed to receive the transmitted SS signal. Estimation
of the channel gains h;’s is also possible in most of the appli
cations where the channel varies slowly with time. The most
challenging problem that makes realization of the optimum de-
tector very difficult 1s estimation ¢f the noise and interference
powers at each subchannel. In this section, we deviate from the
optimum detector and propose a suboptimum detection method
that performs close to the optimum detector yet does not re-
quire any knowledge of the noise and interference power spec-
tral densities.

Our method is based on a heuristic. We assume that the data
symbols s{n) have a constant modulo of one, i.e., when phasge



1040

shift keying (PSK) signaling is used (the most common case in
S8 systems), and argue that the expected values of the magn-
tude of cach element of r'(n) is unity. We thus normalize the
elements of '(n) to a length of unity prior to the linear pro-
cessing. This normalization is implemented as

i{n)

) = R

i=0,1,...,.N— 1L (9)

A. Analysis of 7i(n)

In 88 systcms, it is very commeon to choose s(n) from a PSK
alphabet. Moreover, the suboptimum detector that we propose
in this section performs well only when s(n) is PSK. We thus
limit our discussion to the cases where |s{n}| = 1. Moreover,
to facilitate some of the derivations below, with no loss of gen-
erality, we assume that s{n) = 1. Extension to the cases where
s(n) # 1 1s straightforward and will be discussed later.

We start the analysis by studying »{(n). For this, we define
the random variables =, = 1 + R{v{(n)} and 4, = S{wi{n}},
where R{ - } and 31 -}, respectively, denote the real part and
the imaginary parts of the argument. Note that since here we as-
sume s{n) = 1, w; and y; are real and imaginary pars of r{(n),
respectively. Noting that ©/{n) is a complex zero-mean circu-
larly symmetric Gaussian random variable. the joint probability
density function (PDF) of x; and y; is obtained ag

fuily: (*’"u',‘l'ﬁ) = Cf((ur,fl)zﬁ»-y?)/%r:“ (10)

where % is the variance of 1/{{n). Next, we define the random
vatiables z; = /27 + y? and @, = arctan(y;/x;). The joint
PDF of 2; and ; is given by (see [7, p. 145}

25 l‘J—(.:;“Jruz;, cos @) /2o
2ro?” '

f,:,\p,(:ﬁwi): (]1)

The marginal PDF of 5 is thus

Folio) = /  felmap) de. (12)
{

J0

Substituting (11) in (12) and after some manipulations, we ob-
tain

fp-.(@i) = Zr'e ‘
cosgge ) | eos g,
+ ————— [ 1 + sign(cos p; ert 13
2y/2mer! ( gnlcos ¢1) (ﬂ0f>) )

where sign( -} is the signum function, and erf( - ) is the error
function erf() = (2//7) [ et dt.

On the other hand, we note that when s{n) = 1, the real
and imaginary parts of 7;(n) are cos ¢; and sin ¢, Tespectively.
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Defining the random variables p; = cos; and g; = sin ; and
following standard methods for funcrions of random variables
[7], the PDF’s of pp; and ¢, over the interval [—1, 1}, are obtained
as

L2l
Fonlo) = S
e
pe—{1—p¥) 20 i
pie . |2l
+ | 1 + sign(p; erf(—))
V2! 1~pf ( en(pi) \/50'1
(i4)
and
(:71/2(1:3 C_.qf/Q.c'f2 1 — qJ
fola) = =~ + erf = T O 5))
i (20 /1 — g} V2wl V2!

The above results are summarized as follows. When s(n) =
1, the normalized observation sample 7;(n) is a random vari-
able whose real and imaginary parts ar: characterized by the
random variables p; and ¢; with PDFs given by (14) and (15),
respectively. When s(n) # 1 but stifl has a modulo of one,
Le., |s{n)} — 1, by writing #{n) = s(n){1 4 ¢/ (n)/s(n))/
(|1 + wi(n)/s{n}{) and noting that the random variables v/{n)
and »/(n)/s(n) have the same statistics, we conclude that
7i{n)/s(n) is a random variable whose real and imaginary
parts are also characterized by the random variables p; and ¢,.
One important corollary of this result is that

E[#(n)] = s(n)E[py]. (16)

B. Opiimal Detector for £(n)

The optimal detector for the normalized observation vector
f(n) = [Fo(n) 71{n) -+ Fa-1(n)]T isobtained as follows. We
first scale each element 7;(n) such that its mean is equal to s(n).
Using (16}, we find that the scaling factor that establishes this is
1/ E[p;]. Letus call the scaled version of #(n), #(n) and the asso-
ciated noise vector (). Considering ¥(#) to be the observation
vector, the optimum detector is obtained by following the same
line of derivation that led to (5). This leads to the estimate

§n) = whe(n) (17

where W, =(1)/(0" R 'u)R [, and Ry = Flp(n)i" (n)].

We note that since &#{n) is non-Gaussian, the latter detector
is not an optimum linear estimator of (=) in the strict sense of
minimizing the detection error. However, it is optimum in the
minimum mean-square error (MMSE) sense, i.e., it minimizes
E])3(n) — s{n)|*]. Moreover, since the estimation error ¥(n) —
s() — wWHE{n) is a linew combination of a set of raudow
variables, it approaches a Gaussian distribution for large values
of the processing gain N, and thus, the MMSE estimator will
approach the true optimum detecror. i.e.. the one that minimizes
the probability of symbol errors.



FARHANG-BOROUIENY AND FURSE: ROBUST DETECTOR FOR MULTICARRIER SPREAD SPECTRUM TRANSMISSION

140 T e
120
100
80
5 o ,
46| A
o
o —
0 20 40 60 80 100
o[t
Fig. 2. Relutionship between o / |/ |¥ and @ . The circles show the points

thiat have been evaluated numerically. The live is the best linear fit. The slope of
the line is & = 1.269.

C. Practical Suboptiraum Derecior

The detector defined by (17), even though it is optimal
for the observed vector #(n), defeats our goal of proposing
2 suboptimum detector that docs not require any knowledge
of the noise and interference powers. Construction of t(n)
and, thus, W, requires knowledge of the noise and interference
powers in each subchannel since the statistics of p; and g,
depend on 0,22, which, in turn, is a function of the noise and
interference powers.

Since no knowledge of the distribution of noise and interfer-
ence is available, it is reasonable to assume that all subchannels
are corrupted by the same amount of noise plus interference.
That is, the elements of »(n) have the same variance o2, As-
suming that the subearrier bands are nonuverlapping [1}, [2],
we get Elv(n)v” (n)] = oI Using this, we find that R,
is a diagonal matrix with the ith diagonal element of of =
(02) /(PP (m) ).

Next, we use the PDFs (14) and (15) to find an estimate of
the diagonal elements of R;;; for substitution in (1I7). To this
end, we first note that the assumption “nonoverlapping subcar-
rier bands” implies that R, is a diagonal matrix, Let rrﬁ? and
(73! denote the variances of random variables p; and g, respec-
tively. Recalling the construction of (n), one finds that the ith
diagonal element of R, is given by

2 2
S2 (Tp, T rrq, .

(Elp:]y*
7= Ep)?

1= 12)
= TR (

where the second identity follows from rréi + o2 = Blp?| -
(LY + Bl = (Eg])® = B + g~ (Bip)? = 1 -
(Elp])* since Elg;] = 0 because of even symmetry of the PDF
of ¢; [see (15)], and p? + @ = sin® ¢; + cos? by = 1.
Unfortunately, because of the presence of the error function
in (14), derivation of an analytical equation for E[p,] and, thus,
(18) is not possible. However, it can be cvaluated numerically.
Fig. 2 shows #2 as a function of (a®)/(|h]3). Surprisingly,
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this very closely resembles a linear relationship,? implying the
identity
L2 Kot

aj = m’j (19)

where K' — 1.260 is the slopec of the line in Fig. 2. Substituting
{19) in (17), we obtain

H}‘UIQ
. it [T |2 20,
Wanley = 7:"1_“;
Dimo Mal?
‘h'N—llz

where the subscript “subo” denotes suboptimum. Hence, the
suboptimum estimate %, = Wi E(n) is obtained. How-
ever, this requires #(n) that, in turn, requires values of £ [:]
that are dependent on +2. Since o2 (summation of nouisc and in-
terference powers) is unknown, one cannot claim the possibility
of constructing ¥(n).

To resolve the above prohlem, we resort to a detector that uses
t(n) instead of £(n). To this end, we note that substituting (19)

in (18) gives

2h

Since the cases of interest in §S systems are when SINR is very
small and, in such cases, |4;]* < Ko?, trom (21), we obtain
Elp:] = (Jh])/ (0 VE). Using this and recalling the definition
of £(n), one finds that

w—1
Bouo(1) A —f‘{L 37 |halfin).
Z;:o il i=0
Moreover, since we assume PSK sigaaling and cuch signaling is
insensitive (o a positive scaling, the factor on front of the sum-
mation on the right-hand side of (22) may be removed. This
leads to the desired suboptimum estimate

(22

N-1

Boavoln) = > |hul#i(n). (23)
i=()

D. Summary of the Suboptimum Detector

Table I presents a summary of the proposed detector. As one
may notice, this a very simple detector that requires only the
spreading factors «;{n.) and the channel gains h,. It is interesting
to note that the scaled samples #(n) do not appear in the de-
tector. They only played an intermediate tole in obtaining the
final estimate (23).

E. SINR Analysis

We note that 7,(n) = Elp,)i(n. = Elp](s(n) + Zifn)).
Substituting this in (23), we obtain s.,,(n) = Os(n) +
Yaho(n), where § = Zj\:B] |h:| Elp:], and Veubo(n) =

*Although it is not clear in Fig. 2. tie linear relationship between
(o) /([1:]2) and &7 s lost at lower values of o)/ (|h:]?), cotresponding to
higher values of SINR. However, since in praclical applications of §5, cases
of interest are jow SINRs (usually negative SINRs) only. the use of lincar
relationship (19 is justificd.
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TABLE T
SUMMARY OF THE SUBOPTIMUM DETECTION ALGORITHM.
L Alignment:  ri(n) = mlm) fori=0,1,--- , N -1
hiyi ()
o . ri(n) .
2. Normalization: 7 (n) = m fori=01,---,N -1
."L L)

i
3. Symbol Estimation:  J,,poi(n) = Z i |7 (n)
=

i

S il Elp]#(n). Since |s(n)] = 1, the SINR of the
suboptimum detector is obtained as
92
Ellrsao(n)?]
(2 e
R (B2
N— ?
(It sl Bl
il BP0~ (E[pi])?)

Psubo =

[}

(24)

where the last identity follows from (18).

To allow comparison of the proposed suboptimum detector
with the optimum detector proposed in Section 11 we follow
the noise-jammer setup that was discussed at the end of Sec-
tion II and simplify p,,., accordingly. We note that for the
noise-jammer setup of Section I1, (21} converts to

f .

Elpi] = —— ] . (25)

\/‘K (Nn + u‘i']o) + “?"i,|2

Substituting (25) in (24), we get
] 2
zN—L Uv.,\j

=0 SR (N o dy )i |2

Psubo = . (26)

EN— L [ PE(N w0
=0 W(N,+a,J, )+ h]?

V. COMPARISONS

In this section, we present some numerical results that
compare the performance of the suboptimum detector (23)
with the optimum detector (3). In addition, for comparison,
we present the performance of a DS S§ system with the same
processing gain. We note that 3S-SS performs similar to the
optimal MC-SS when all subchannels/chips are subject to the
same level of noise plus interference. However, as was noted
in Section I, DS-8S performs significantly worse than MC-8S
when both are subject to partial-band interference [1], [2].

Resuits in this section are for a flat-fading channel, i.e., h,’s
are all equal. Wo assume that subcarrier bands are peifeutly
isolated from one another. Results are presented for the pro-
cessing gain N = 100. In addition, with no less of generality,
we set |hy| = 1, fori = ,1,...,N — 1. Moreover, we set
[s(n)] = |vln)| = 1, for all values of n and i. We assume
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that M of the subcarrier bands are corrupted by the interfer-
ence. We also define the signal-to-interference. signal-to-noise,
and signal-to-interference plus noise ratios as

SR = Zico EBllh(m)s(n)l’] _ N

M xS, T M, @7
N—] .
o Dy () s ()2 1
sk, = Eo L) L o8
SINR.. — Zimo Elhoyi(n)su] L

NxNo+MxJ,  N,+(M/N),

29

where the subscript “in” is to emphasize that the ratios are given
for the signals at the receiver input. Both channel noise and in-
terference are modeled by Gaussian sources.

Four our study in this section, it is convenient to refer (o the
values of N, M, SIR;,, SNR;,, and SINR;, as a starting point.
When NV and M and two of the ratios STR;,, SNR;,, or SINR;,
are given. we can use (27)-(29) to calculate the noise variance
N, and the interference variance .J,. These can then be substi-
tuted in (8) and (26) to obtain p, and p.yne.

Figs. 3(a) and (b} show two sets of plots of SINRs g, [see
(8)] and paune [see (26)] as a function of the percentage of
the SS band that is corrupted by interference. In both cases,
SNR;, = 0 dB. In Fig. 3(a), SIR,, == —10 dB, whereas in
Fig. 3(b), SIR;;, = 20 dB. As expected, when a small frac-
tion of the SS band is jammed, MC-8S performs significantly
better than DS-8S. This advantage vanishes as the jammer en-
ergy is spread over a larger portion of the band. The suboptimum
detector loses about 1 dB compared with the optimum detector
when the jammer occupies either a small fraction or 100% of
the transmission band. Larger losses are observed when a larger
fraction of the band, but not the full band, is jammed. Neverthe-
less, the suboptimum MC-SS perfarms significantly better than
DS-SS, unless the band is fully jammec.

Fig. 4 presents performance loss g,/ fyul,. incurred due to re-
placement of the optimum detector by the suboptimum detector.
Results for scveral combinations of SINR,,, and the ratio of in-
terference power to noise power 7 /'y, where F; = M.J,
and Py = NN, are the total interference power and the total
noise power, respectively, are given. The parameter that has the
most impact on the shapes of the curves is the ratio P;/Py.The
curves depend on SINR,, to a much smaller extent.

To corroborate the accuracy of the predictions made by (8)
and (26), in Figs. 5(a)~{c), we have presented a set of bit-error-
rate (BER) curves of the optimum and suboptimum detectors
for I*; / P values of 20, 10, and 0 dB, respectively. Quadrature
phase-shit keying (QGPSK) symbols are considered, and gray
coding has been applied to map data bits to symbols. Each point
on the curves is calculated after observing at least 500 bit er-
rors. The pertormance loss of the suboptimum detector com-
pared with the optimum detector in these figures matches very
closcly the prediction wade in Fig. 4, Fut instance, according w
Fig. 4, a difference of 1 to 6 dB should be observed between the
optimum and suboptimum detectors when P; /Py = 20 dB,
and this difference should increase as M /N varies between
U and 0.9. This is clearly observed in Fig. 5(a). Moreover, with
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Biterror rates of the optimum and suboptimum MC-SS as a function

of SINR when (a) P,/ Py = 20dB, (b) 2,/ Py = 10 dB, and (¢) PPy =
0 dB. The BER of DS-5§ is also presented for comparison.
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decreasing [?; / Py, the difference between the optimum and
suboptimum detector is reduced, This trend is observed in
Figs. 5(h) and {c).

V. CONCLUSION

An effective, but simple, method of implementing MC-S8§
systems in a hostile environment, where an intelligent jammer
may hop to different subcarriers randomly, was proposed, and its
perfurmance was analyzed theoredeally, The proposed scheme
does not require knowledge of this jammer, and even though
suboptimum, it was found to be significantly superior to the con-
ventional DS-SS. Computer simulations that confirm the accu-
racy of the theoretical results were also presented. Even though
the presented results do not cover many possible conditions
where the channel may be frequency selective and/or noise and
interference spectrums may have arbitrary shapes, the conclu-
sions drawn remain the same, namely, when the received signal
is corrupted by a partial band interference, the proposed detector
performe significantly hetter than the DS-8S system. Mareover,
the system degradation compared with the optimum MC-S8 de-
tector is usually in the range of | to a few decibels.
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